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9 The Network of
Networks Involved
in Human Disease

Celine Sin and Jörg Menche

9.1 Introduction

Human health and disease are influenced by an astounding complexity of intertwined
processes that span many orders of magnitude in both space and time (Figure 9.1). At
the molecular level, for example, the five primary nucleobases that form the basic units
of the genetic code are relatively simple molecules consisting of only 12–16 atoms. Yet,
lined up end to end, the human genome stretches over 3 meters in length, and it is
these same nucleotides that encode all the processes of life from the simplest single-
celled organisms up to the most complex animals. Some of the most fundamental
chemical processes of life, such as the conversion of biochemical energy from nutrients
into adenosine triphosphate (ATP), occur at the order of microseconds. On the other
hand, decade-long processes such as malnutrition or environmental exposures are
key to understanding some of the most common diseases, such as heart diseases or
diabetes.

Over the last years, it has been increasingly recognized that the reductionist
approach – investigating proteins or individual organs in isolation – is rarely suf-
ficient for a complete understanding of pathobiological or potential therapeutic
approaches [1]. Indeed, the many components of biological systems, from molecules
to cells to complex organisms, interact in an intricate and tightly coordinated fashion.
Disease states can be understood as perturbations out of balance from normal
function, either from outside sources or abnormalities within the components or
their interactions. While some diseases can be traced back to a single genetic defect,
or invasion by specific microorganisms, such as viruses or bacteria, others develop
from the combined effect of multiple factors. Contrary to the archetype of “one-gene,
one-function, one-phenotype” proposed in the 1940s [2], it is increasingly evident
that a particular gene abnormality not only impacts the activity of its particular
gene product, but also trickles through the whole cascade of interactions between
several sub- to supra-cellular processes [3]. In other words, a disease phenotype
is rarely a consequence of an abnormality in a single gene, but reflective of a
slew of perturbed pathobiological processes that interact in complex networks.
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Figure 9.1 The network of networks in medicine. The processes involved in health and
disease span a wide range of scales in both time and space. Different processes are relevant
at different scales. These processes can be summarized by networks in which the actors are
represented by nodes and their relationships as links. An entire network at one scale may be
embedded as a single node into the next.

As the components relevant to health and disease span many orders of magnitudes,
so do their interactions. We can conceptualize these multi-scale interactions as an
embedding of networks into networks [4] (Figure 9.1). Proteins interact with each
other in our cells, which in turn interact with other cells forming whole organs, and
so on, all the way to social interactions among humans. Over the last two decades,
these networks have been identified and mapped more and more accurately. Network
science plays a crucial role in solving the next part of the puzzle, which is how to
interpret and ultimately understand the functional, logical and dynamic aspects of
how they contribute to diverse disease phenomena [5, 6]. This endeavor is inherently
cross- and interdisciplinary, and network science can rely on a rich body of rigorous
results from graph theory and statistical physics, as well as tools and concepts from
computer science and sociology.

In the following, we will first give an overview of the most important biological
network layers and their uses in biomedical research. We will then provide more
details on how the emerging field of network medicine uses interactome networks
as maps to study human disease. Finally, we will introduce a network-based method-
ology for elucidating the molecular mechanisms of specific diseases.
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9.2 The Networks of Networks in Health and Disease

We can broadly classify the multitude of networks relevant in biomedical research
into two main categories: (1) networks based on direct physical interactions and
thereby representing the innate organization of many biological systems, such as
the network of physical protein interactions or cell–cell contacts among neurons;
(2) networks that serve as an analysis framework to investigate more abstract
relationships, such as shared molecular mechanisms among diseases. With the
increasing sophistication of -omic data collection, growing knowledge of biological
processes, and access to population-wide health records, we are in an era of explosive
data growth. In addition to being “big,” these data are often noisy, and interpretation
is often not straightforward. Networks provide a convenient and powerful toolbox to
systematically analyze these complex systems in a comprehensive and holistic fashion.

9.2.1 Networks as Organizational Principle of Biological Systems

Following roughly the length scales of biological organization outlined in Figure 9.1
from smallest to largest, we start by discussing important molecular networks.

Metabolic Networks
Among the most comprehensive and best-studied physical interaction networks are
metabolic networks. Metabolism is the collection of all the chemical processes in a cell,
such as the conversion of one metabolite to the next. These processes provide both
the energy and the building blocks that are essential for all life. Metabolic networks
represent an integrated map of all these processes with metabolites as nodes (e.g.
glucose, ATP, triglycerol), which are linked through reactions or enzymes converting
one metabolite to the other. There are several curated databases of metabolic maps,
such as the Human Recon 2.2 [7], containing 5324 metabolites, 7785 reactions and 1675
associated genes; the Edinburgh human metabolic network [8], with 3000 reactions
and over 2000 associated genes; and the Kyoto Encyclopedia of Genes and Genomes
(KEGG) [9], which also contains data on a wide range of other species.

Constructing context-dependent metabolic networks for different cell types or
under different perturbations is particularly useful for the identification of essential
pathways and prediction of cellular responses to different treatments. For example,
a metabolic network of the human hepatocyte showed how the liver responds to the
availability of different metabolites in order to maintain homeostasis in the blood [10].

Network analysis of metabolic networks from disease states is also informative
to elucidate pathologies that result from deficiencies or excessive amplification of
metabolic pathways. In [11], metabolic networks were supplemented with gene
expression data to identify principle metabolic and regulatory nodes in type 2 diabetes
mellitus. For different cancer cell lines, metabolic networks have been used to predict
drug efficacy [12], and patient survivability [13].

Gene Regulatory Networks
Another essential dynamical process requiring tight regulation is gene expression.
Compared to metabolism, our knowledge of gene regulatory processes is much
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less complete. The most basic nodes in gene regulatory networks are transcription
factors and their respective target DNA regulatory elements [14]. Network motifs
can reveal important principles of regulatory mechanisms (e.g. autoregulation,
feedforward loops) [15]. Commonly used databases containing experimentally ver-
ified genetic regulatory interactions include JASPAR [16] and TRANSFAC [17].
However, gene expression is not only regulated through transcription factors, but
also through other interactions, such as between RNAs or RNA and DNA. For
example, microRNA plays a considerable role in regulating mRNA concentrations
by modulating mRNA stability and degradation [18]. Additionally, microRNA was
shown to regulate pre-mRNA processing in the nucleus, assist in mRNA structure
formation, and modulate mRNA–protein interactions [19]. Numerous microRNA are
associated with the development of several diseases [20, 21]. Interactions between
RNA and/or DNA species can be measured experimentally [22, 23] or predicted
computationally [24, 25]. Databases containing computationally predicted interac-
tions include TargetScan [25], PicTar [26], microRNA [27], miRWalk [28] and miR-
Base [29]; experimentally confirmed interactions are collected in TarBase [30]
miRecords [31].

Protein–Protein Interaction Networks
The gene products that emerge from the regulatory process then engage in numerous
physical interactions with each other to perform a multitude of molecular processes
in the cell. Such protein–protein interactions are in general very specific, mediated
through complementary “lock and key” interaction interfaces. As these interactions
are integral to normal cell functioning, mutations affecting the interaction interfaces
often have particularly strong effects.

Two main experimental techniques allow for systematic, large-scale mapping of
protein–protein interactions: binding affinity purifications coupled to mass spectrom-
etry [32, 33] and yeast two-hybrid (Y2H) assays [6, 34]. In the first method, cell lines are
engineered to produce a “bait” protein with a tag that can be captured by beads. These
proteins (and their interaction partners) are then captured and identified through mass
spectrometry. Since often a whole complex is collected, translation of the data into
direct pairwise interactions is often difficult. Yet, the interactions revealed by this
method are specific to a particular biologically relevant condition. On the other hand,
Y2H assays map out precise binary protein interactions. However, not all interactions
found are biologically relevant; for example, two respective interacting proteins might
never be expressed at the same time in the same cell [35]. Additionally, there are
many small-scale studies using a myriad of methods, such as co-immunoprecipitation,
X-ray crystallography or nuclear magnetic resonance. Computational predictions of
protein interactions use features of amino acid sequences [36–39], gene fusion [40], or
phylogenetic trees [41]. Each of these sources of protein interactions have strengths
and limitations in terms of comprehensiveness, noise and biases [42], such as biases in
the selection of protein pairs [43] or experimental biases, for example toward highly
expressed genes [34].

There are several online depositories of protein–protein interaction data.
EMBL-EBI maintains the manually curated “IntAct” molecular interaction database
containing 57 857 proteins and 275 145 interactions from over 5000 publications [44, 45].
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“Reactome” is another manually curated database containing also interactions between
protein and nucleic acids, small molecules and macromolecules [46, 47]. The Human
Integrated Protein Protein Interaction rEference (HIPPIE) collects data from several
primary databases and offers a confidentiality score for each reported interaction [48].
The Search Tool for Recurring Instances of Neighboring Genes (STRING) database
contains even more interactions by including predictions, for example based on
co-expression or automated text mining [49].

Protein interaction networks have found numerous applications, ranging from
elucidating basic principles of cellular organization [50] to the prediction of disease
genes [51–53] or of the therapeutic effect of drugs [54] (see Sections 9.3 and 9.4).

Neuronal Networks
The networks considered so far occur, for the most part, within individual cells. An
important example of inter-cellular networks in which different cells communicate
with each other are networks of neurons. Neurons exchange signals either chemi-
cally, through the release of neurotransmitters at synapses, or electrically via the flow
of ions through gap junctions. The first, and so far only, completely mapped net-
work of all neural connections of an organism was published as early as 1986 for
the roundworm C. elegans and contains around 9000 chemical and around 800 elec-
trical connections between around 300 neurons [55]. Partial neural networks are avail-
able, for example, for mice [56, 57], and there are also first, very coarse-grained data
sets available for humans [58]. The ultimate goal of mapping the complete human
“connectome” of all our brain cells will likely remain out of reach for many years to
come [59].

Network analysis of these connectomes has contributed to our understanding of
basic principles of neural function [60] and cognition [61], as well as psychopatholo-
gies [62].

The Immune System
Similar to the nervous system that interfaces to many other body parts, but perhaps
even more diverse in terms of participating organs, cell types and molecules, is the
immune system. To meet the constant challenges of internal and external threats,
ranging from tumor cells to bacterial infections, our immune system orchestrates a
multitude of cells with often highly specialized functions. The nodes in the “social net-
work” of the immune system therefore represent cells, links represent communication
through signaling molecules, such as cell-surface receptors or secreted molecules [63].
This network can be mapped using mass spectrometry by measuring the proteomes
of immune cell populations and comparing the levels of intracellular and secreted
proteins between different stimuli. A recent study identified over 180 000 high-
confidence interactions between 460 receptors and 300 ligands in such a fashion [64].
A network analysis revealed several principles of intra-cellular communication in
the immune system. For example, lineages that are developmentally less related to
each other tend to have a higher number of interactions and different immune cells
exhibit pronounced differences in their communication patterns after being activated.
Immune networks constructed from large-scale text mining have also been used to
predict cytokine disease associations [65].
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Population Networks
While the “social network” served merely as a metaphor in the case of the immune
system, the actual relationships between humans are also important for a number of
diseases, most notably for the spread of contagious diseases, such as viral or bac-
terial infections. The first mathematical models of diseases spreading among indi-
viduals of a population were formulated in 1760 by the Swiss mathematician and
physicist Daniel Bernoulli [66]. As maps of the networks on which diseases prop-
agate become available, in particular global transportation maps and networks of
social interactions, these models are becoming increasingly accurate [67]. Network-
based epidemiological models can help us understand global propagation patterns
observed in recent pandemic outbreaks, identify the source of an outbreak, predict
future highly affected areas or design effective immunization or prevention strategies
[68, 69].

Interestingly, the spread of diseases through social contacts is not only limited to
diseases that are transmitted through viruses or bacteria. It has been shown that also
obesity [70], the tendency to start to smoke [71] or general happiness in life [72] may
propagate along social connections between people.

9.2.2 Networks as Data Analysis Tools

All networks reviewed above build on direct, often physical relationships between
entities ranging from molecules to people. However, networks can also be used to
characterize more abstract, less direct relationships. In the following we introduce
important examples of such networks that represent non-physical, yet still biologically
highly relevant relationships.

Co-expression Networks
As mentioned above, our knowledge of gene regulatory networks remains scarce as
they are highly context-dependent, involve a large number of diverse molecules
and are therefore difficult to assess experimentally in a comprehensive fashion.
A much more easily accessible quantity that may serve as a proxy to study gene
regulatory programs is co-expression. Two genes are co-expressed if their respective
expression levels correlate strongly under different experimental conditions, such as
over time or under different stimuli. Genome-wide gene expression can be assessed
using RNAseq technology, enabling the construction of large-scale co-expression
networks [73, 74]. A comprehensive database of expression data across many tissues,
cell types and conditions is collected and curated by the GTEx consortium [75]. In
contrast to gene regulatory networks, co-expression networks do not imply a causal
relationship between genes. Yet, co-expression networks can still be used to identify
groups of genes that are more broadly functionally related – for example controlled
by the same transcriptional regulatory program, or members of the same pathway
or protein complex [76]. Analyses of these networks have identified commonly
affected pathways in autism spectrum disorder [77], Alzheimer’s disease [78] and
inflammatory bowel disease [79]. Candidate biomarkers for myocardial infarc-
tion [80] and several cancers [81, 82] have also been identified using co-expression
networks.
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Genetic Interaction Networks
Another important indirect relationship between genes is given by genetic interac-
tions. Most generally, these interactions describe the phenomena of observing an unex-
pected phenotype upon simultaneous mutations in two genes. More specifically, two
genes are said to have a negative genetic interaction if mutations in the genes indi-
vidually are not lethal, but become lethal when simultaneously mutated. Conversely,
genes are said to have a positive genetic interaction if a mutation in one gene “rescues”
a lethal mutation in another [83].

Genetic interactions can be evaluated by creating gene-deletion mutants for the
genes of interest. Large-scale screens have been performed in yeast [83–85]. The most
comprehensive screen in human haploid cells identified approximately 2000 essential
genes, revealed genes regulating the secretory pathway and generated new insights
into Golgi apparatus homeostasis [86]. There are also several more specialized screens
in human cells, focusing on tumor suppressor genes [87, 88] and cancer drug tar-
gets [89], for example.

In addition to studying the large-scale functional organization of genes, genetic
interactions also hold great promise for concrete therapeutic applications. For exam-
ple, a positive genetic interaction with the BLM helicase complex was recently shown
to rescue the Fanconi anemia (FA) phenotype caused by a loss of function mutation
in the FA gene that leads to defective DNA damage repair [90]. Furthermore, genetic
interaction networks also hold special promise for studying complex diseases, such
as cancer, that result from a number of genetic mutations (and environmental factors,
potentially) that impact several subcellular systems. In [88], the genetic interaction
network was used to identify potential chemotherapeutic drug targets.

Co-perturbation Networks
The concept of genetic interactions can be generalized from gene inactivation to
arbitrary perturbations. Co-perturbation networks thus encapsulate the information
from perturbation biology screens, with nodes representing genes and edges again
representing significant correlations among the response of the system toward
perturbations in the two respective genes. Examples of such perturbations that are
assessed in high-throughput measurements range from RNAi [91] or CRISPR [92] to
drug treatment [93–95]. Commonly used readouts of the cellular response include
gene expression through RNAseq technology [96] and high-resolution fluorescent
microscopy [97]. Co-perturbation networks have been used, for example, to predict
drug targets [96], elucidate molecular mechanisms of drugs [98, 99] or infer pathway
activity from gene expression [100–102].

Disease Networks
Diseases, while having diverse causes, development and manifestations, often share
a number of similar characteristics. These relationships among diseases may occur
at several scales and can be systematically investigated using disease networks: on
the molecular level (e.g. sharing common genetic origin), on the phenotypic level (e.g.
sharing common clinical signs and symptoms) and on the population level (e.g. having
frequent co-occurrence in patients). The first comprehensive map of the human “dis-
easeome” was presented in [103], linking 1377 diseases based on their shared genetic
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associations as reported in the OMIM database [104]. The resultant network clearly
showed that very few diseases could be regarded as isolated entities and directly
attributed to a single distinct origin. Instead, the majority of diseases fall into highly
connected clusters of disease groups, with overlapping molecular roots. The network
properties within and around disease clusters are also predictive of disease character-
istics: diseases occupying a more central position in the disease network tend to be
more prevalent and have higher mortality rates [105].

Genetic overlap among diseases extends to the physical interactions among the
respective gene products, to the resultant gene expression profiles, to the cells, to the
organ systems, and eventually to the organism. Thus, it is a logical progression
to expect similar findings at the phenotypic scale. In [106], a disease network
based on the similarity of clinical symptoms was built using the annotated Medical
Subject Headings (MeSH) metadata [107]. Indeed, two diseases sharing similar
symptoms tended to also share similar defects on protein interactions, if not the
genetic associations directly. The study further revealed that the degree of localization
of the associated genes on the underlying protein interaction network is indicative of
the diversity of clinical manifestations. That is, diseases that are more localized on the
protein interaction network tend to have narrower clinical presentation. Comparison
of protein interaction networks and disease networks from different classes of disease
(e.g. complex diseases, Mendelian diseases, cancer) revealed interesting differences
between diseases with difference inheritance modes [108–110].

Disease relationships at the population level can be evaluated through
co-morbidity networks. Co-morbidity describes the tendency of certain diseases
to co-occur in the same patient. Such data can be mined from patient records – in [111],
a disease network built from 30 million patient records showed a relationship between
disease progression patterns to topological properties of the respective disease. Highly
central, highly connected diseases are associated with a higher mortality rate, and
patients tend to be affected by peripheral diseases before developing more central
ones. More recently, similar differences in disease progression patterns related to
age and sex have been characterized [112]. Co-morbidity networks have been used
to explore possibilities for drug repurposing [113], evaluate potential drug side-
effects [114], identify biomarkers [115], and disentangle genetic and environmental
factors of diseases [116].

9.3 Molecular Networks as Maps

Despite the large diversity of networks introduced in the previous section, they exhibit
certain universal features and patterns (Figure 9.2). (1) The position of an individual
node within the network is often related to its importance within the represented
biological system. (2) The local connectivity among a group of nodes can be associated
with shared (patho-)biological functions. (3) The network distance between groups
of nodes often indicates their degree of relatedness. Taken together, these features
form the basis of viewing molecular networks as maps. In this section, we review this
important metaphor in more detail using the interactome as an example – that is, the
integrated network of molecular interactions in the cell. The tools and concepts that
we will introduce can be readily applied to other networks as well.
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Figure 9.2 The interactome as a map. The interactome represents all biologically relevant
molecular interactions in the cell. The protein–protein interaction network shown here
contains 13 460 proteins connected by 141 296 interactions [117]. The annotations on top
illustrate the basic findings that inspired the analogy between networks and maps.

9.3.1 Basic Interactome Properties

As introduced above, the various molecular interactomes can be broadly categorized
into direct physical and more indirect functional relationships. Focusing on the
physical interactions, in particular on protein–protein interactions, we can identify
three main sources: (1) interactions curated from the scientific literature, mainly
derived from specific, small-scale experiments; (2) interactions from systematic,
proteome-scale mapping efforts; and (3) interactions from computational predictions.
Figure 9.2 gives a visual impression of a manually curated interactome network
focusing only on physical interactions with direct experimental evidence [117]. It
contains 13 460 proteins connected by 141 296 interactions between them. On average,
each protein has approximately 21 interaction partners, but in this network, as well as
in many complex networks, the number of interaction partners per node (“degree,” k)
vary widely: while the majority of nodes have only a few neighbors (more than 2000
proteins have only one interaction partner), there are also a handful of nodes with
hundreds of connections, such as GRB2 (degree k = 872), YWHAZ (k = 502) and
TP53 (k = 450), the so-called “hubs.” The heterogeneous distribution of degrees,
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and in particular the existence of hubs, have a profound effect on many network
properties. Hubs connect many distinct parts of the network, shortening the distance
between nodes, also known as the “small world effect” [118]. In some cases of scale-
free networks whose degree distribution approximates P(k) k−γ , one can even observe
“ultra small world effects” [119]. In the interactome, it takes an average of fewer than
four hops (〈d〉 = 3.6) to move from any protein to any other protein. Networks that
have such high degree of connectedness tend to be very resilient to random failure –
that is, the structure of the network is preserved despite random removal of nodes or
edges [120–123]. While these networks are robust against random failure, they are also
particularly vulnerable to targeted attacks of the hubs [124]. In the interactome, the
removal of the ∼30% of the most highly connected nodes is sufficient to completely
destroy the network, leaving only disconnected fragments.

9.3.2 Node Localization in the Interactome

Given the vulnerability of such networks to attacks targeted toward highly connected
nodes, we expect that proteins that serve as hubs in a biological network also
have higher biological importance. Indeed, as first shown in yeast (Saccharomyces
cerevisiae) [50] and later confirmed in human cell lines [125], the protein products
of essential genes – the genes that are crucial for survival – tend to be hubs located
toward the center of the interactome. Conversely, less essential genes tend to have
fewer interactions and are situated more in the periphery of the interactome. These
findings were later extended and refined for disease-associated genes, revealing
specific topological properties that differ between classes of diseases (e.g. complex
diseases, Mendelian diseases, cancer) and inheritance modes (autosomal dominant or
recessive). Cancer-driver genes, for example, are often highly central, while recessive
disease genes tend to be located toward the periphery [110].

9.3.3 Neighborhoods in the Interactome

Beyond measures of centrality and connectedness of individual nodes, many impor-
tant structural connection patterns between a group of nodes have been identified. For
example, “network modules,” that is nodes that are densely connected among them-
selves but only sparsely connected to the rest of the network, often perform a certain
function together [126–128]. Similarly, shared pathway membership, co-localization
in the cell and co-expression [33, 34] have been found to be associated with specific
interactome neighborhoods. In addition to functional relationships, network modules
have also been identified with disease-related processes, showing that genes impli-
cated in the same disease tend to be more connected to each other than expected
by chance [129]. A systematic study on ∼300 complex diseases revealed that cur-
rently available interactome networks offer sufficient coverage to identify these dis-
ease neighborhoods, thereby confirming a fundamental hypothesis of interactome-
based approaches to human disease [117].

There are, however, subtle differences between the connectivity patterns of
functionally related proteins and proteins implicated in the same disease. Genes that
jointly perform a biological task are often much more densely connected than genes
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associated with the same disease [53]. An interpretation of this empirical finding
is that dysfunction is typically distributed among several, only loosely connected,
functional modules on the interactome. This has important implications for the design
of network-based algorithms that aim to identify genes with a certain function or
dysfunction. While functional associations may be identified using so-called “com-
munity detection” algorithms that target dense node groups [130], the identification
of disease-associated genes requires different strategies, as reviewed in Section 9.4.

The relationships among nodes within a certain network neighborhood can be
generalized to relationships between neighborhoods. A study of more than 44 000
disease pairs identified a network measure for the interactome-based distance of two
disease modules, allowing systematic distinguishing of separated or overlapping dis-
ease pairs [117]. While overlapping disease modules correspond to diseases with sig-
nificant molecular similarities, as well as related symptoms and elevated co-morbidity,
diseases whose modules are separated lack any detectable molecular or clinical rela-
tionships. These findings were later extended, showing that the network distance of
the targets of a particular drug to a disease module is predictive for drug efficacy [54]
and can be used for identifying drug repurposing candidates [131, 132].

9.4 Disease Module Analysis

The local aggregation of both physiological and pathobiological processes within
interactome networks represents a fundamental biological organization principle
that forms the basis for many important applications, ranging from the prediction
of protein function to disease gene identification and drug target prioritization. In
this section, we will briefly review the process of disease module analysis. A disease
module is loosely defined as the comprehensive set of cellular components and
their interactions that are associated with a particular disease. Most commonly, a
disease module is identified with a connected subgraph within the interactome [3]
(Figure 9.3). For most common diseases, such as cardiovascular diseases, cancer or
diabetes mellitus, there are hundreds of genes known to be involved. Yet, despite
these impressive advances, in particular fueled by sequencing technology, we are still
far from a complete understanding of their molecular determinants. For example,
more than 2000 genes are estimated to be involved in intellectual disabilities, yet our
current knowledge includes only around 800 genes [133]. The basic idea of disease
module analysis is to use the connectivity patterns observed among known disease-
associated genes to systematically scan their respective interactome neighborhood
for genes with a yet unknown important role for the disease. This principle has been
applied successfully to a broad range of diseases, from rare Mendelian disorders [134],
to cancer [135] and other complex disorders, like metabolic [136], inflammatory [137]
or developmental diseases [138].

9.4.1 Seed Cluster Construction

The starting point of the disease module analysis process is the construction of a
suitable interactome network (see above for resources) and the curation of known
disease-associated genes (“seed genes”) for the particular disease of interest. There are
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Figure 9.3 Disease module analysis. Overview of the different steps involved in
constructing and analyzing the interactome module of a particular disease. The disease
module represents all cellular components and their interactions that are responsible for a
certain disease. Springer Nature, 2010.

several comprehensive ressources of known disease genes, including OMIM [104],
the GWAS catalogue [139] and DisGeNET [140]. The reported disease associations
cover a wide spectrum from rare variants with a known and experimentally validated
functional mechanism to GWAS variants of rather small effect size and unknown
mechanism. Other associations may not be of genetic origin at all, such as differential
gene expression or associations inferred solely from text mining. Given this broad
variety in possible interaction data and gene–disease associations, a certain trade-
off between using only highest-confidence data and achieving the highest possible
coverage is unavoidable. We recommend to experiment with different solutions,
ideally guided by a domain expert of the specific disease of interest. While there is no
simple recipe to tackle this challenging problem of setting up the initial interactome
and seed genes, the network perspective can provide some guidance: if the seed
cluster is not significantly localized on the network, it is unlikely that a network-
based expansion algorithm will be able to identify the relevant neighborhood around
this cluster. The connectivity of the initial seed cluster, for example in terms of
the statistical significance of the largest connected component size, may therefore
provide a rough indication as to whether a particular combination of interactome
and seed gene data meets the minimal criteria for a meaningful disease module
analysis [141].

9.4.2 Network-Based Disease Gene Prioritization

There are numerous algorithms that scan the network neighborhood around a given
set of seed genes. They can be broadly classified into three major categories: (1) con-
nectivity based methods, (2) path-based methods and (3) diffusion-based methods.
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Connectivity-Based Methods
These methods build directly on the observation that disease genes tend to interact
with each other. Early approaches considered all direct neighbors of the seed cluster as
potential candidate genes [142]. More recent refinements of this idea take the degree
heterogeneity of the interactome into account [143] or include more advanced rela-
tionships among groups of nodes, such as graphlets [144] or connectivity significance
[53, 141].

Path-Based Methods
The genes in the neighborhood of the seed cluster can also be ranked according to
their network distance to the respective seed genes. There are several possibilities for
how to quantify the network distance between sets of nodes, such as using different
weighted averages as implemented in [145]. Another option is to search for a set of
candidate nodes that collectively minimize the path lengths within the seed cluster,
such as using minimum spanning tree (or “Steiner tree”) approaches [146–148]. These
approaches extend the set of seed genes using a minimal number of additional nodes
and edges required for connecting all seed genes in a single connected component.

Diffusion-Based Methods
The closeness of candidate genes to the seed cluster can also be assessed using
dynamic approaches, such as diffusion processes [134, 135, 149–152]. A widely used
choice is the random walk with restart (RWR) [153]. Starting from the seed genes, a
random walker wanders along randomly chosen links of the network until returning
to a randomly chosen seed gene (with restart probability r per time step) and starting
the process all over. After sufficient iterations of this process, the frequencies with
which the individual nodes in the network are visited will converge to a stationary
value. This value can then be used to rank the nodes from most related (highest
frequency) to least related (lowest frequency) to the seed cluster. The restarting
probability r can be used to tune the influence of the seed genes on the diffusive
process, from free diffusion (no influence of the seed genes, r = 0) to no diffusion at
all (walker never leaves the seed genes, r = 1).

9.4.3 Validation of the Disease Module

Depending on the chosen prioritization algorithm, the outcome is most commonly
given by a ranked list of genes. The next step in the disease module analysis process is
to assess the relevance of the identified genes and choose a cutoff, that is, the number
of additional candidate genes that will be integrated into the final module. We recom-
mend a complementary strategy that uses cross-validation methods and enrichment
with independent biological data.

Cross-Validation of Prediction Performance
Similar to other class prediction tasks, we can use k-fold cross-validation to evalu-
ate the performance of the chosen algorithm. First, the set of original seed genes is
randomly divided into k groups. Next, we remove one of the k subgroups from the
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seed genes and repeat the prioritization procedure using only the remaining k − 1
groups as a modified seed gene pool. The performance of the algorithm can then be
evaluated from its ability to retrieve the genes from the original seed gene set that was
left out. In contrast to many other classification tasks, disease gene prioritization lacks
clear true negatives, that is, genes known not to be involved in the disease. Standard
performance measures, such as receiver operating characteristic curves, therefore need
to be interpreted with some caution. Some approximations have been proposed for
true negative genes, such as genes that are essential or unlikely to be involved in a
particular disease due to their expression pattern.

Enrichment with Independent Biological Data
A more biologically motivated approach for estimating the relevance of the identi-
fied candidate genes is to use independent biological data and test from enrichment.
Examples of such complementary data include (1) genes corresponding to GWAS
loci of relevant studies, (2) genes found to be differentially expressed in a respective
case/control study, (3) genes involved in biological processes or pathways that are
known to be relevant to the diseases (expert curated), (4) genes involved in the same
pathways or processes as the seed genes (unbiased enrichment) or (5) genes impli-
cated in diseases that show high co-morbidity with the disease under investigation.
In [141], for example, the authors used a sliding window approach to assess how the
enrichment decreases along the list of ranked candidate genes. This also allows both
for evaluating how relevant the candidate genes are, as well as choosing a cutoff rank,
beyond which the candidate genes show no strong biological signal.

9.4.4 Interpreting the Disease Module

In the last, and arguably most important, step of the disease module analysis we turn
to the biological interpretation of the identified genes and their interactions. We can
distinguish two main perspectives, one that focuses on the biological mechanisms
contained within the module, and one evaluating the interactome context of the entire
module.

Elucidating the Molecular Mechanisms of the Disease
Utilizing the diverse biological data collected at the validation step, we can now
extract a more detailed picture of the biological processes that are contained within
the disease module. Following a strategy proposed in [141], we first combine the
various layers of evidence per gene into a single score. For example, a gene that has
been identified in a GWAS study, that is linked to differential expression and that is
also known to be involved in a highly co-morbid disease may receive a higher score
than a gene with fewer lines of evidence supporting its involvement in the disease.
This can be achieved by first ranking all genes separately for each data set and then
combining the scores, using for example the so-called Borda count [154] or other
methods. Next, we can use the integrated score for prioritizing pathways or biological
processes contained in the module, for example through the average score of the
contained genes. Alternatively, one can use standard tools for gene set enrichment
analyses in [155, 156], or more advanced network-based methods such as in [157, 158].
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Context within the Interactome
As discussed above, the network-based relationships between modules may offer bio-
logical insights that can also be explored as part of a disease module analysis. Overlaps
with other disease modules may reveal mechanisms of frequent co-morbidities, or
indicate potential drug repurposing options. A network-based analysis may further
identify potential submodules, for example for stratifying patients into subgroups for
more personalized treatment.

9.5 Discussion and Outlook

In light of the complex networks of networks that are involved in human disease, this
chapter could only offer a first glimpse into the emerging field of network medicine.
Important research questions remain for each network introduced above. For most
systems, no complete mapping exists yet, on either the node level or the edge level.
Parallel to efforts to obtain more and more complete maps, increasingly sophisticated
network analysis methods are being developed, hopefully allowing us to gain deeper
insights into the complex relationships across the different scales that govern health
and disease. Indeed, a major challenge that we are only beginning to address is to
go beyond individual networks and include the intricate relationships between them.
First steps in this direction consider multi-layer networks, in which different layers
represent different relationships among entities or multiplex networks, in which dif-
ferent kinds of interactions are introduced between different types of nodes [159–
161]. Such approaches have already been used to study the spread of epidemics by
representing different modalities of contact as different layers [162–164]. The different
layers may, for example, represent online social networks, public transit use or flight
paths between cities, each characterized by different spreading rates and mechanisms.
These promising first results indicate the potential that such approaches may hold also
for integrating molecular and cellular networks.
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[54] Guney E, Menche J, Vidal M, Barábasi A-L. Network-based in silico drug
efficacy screening. Nat Commun. 2016;7:10331.

[55] White JG, Southgate E, Thomson JN, Brenner S. The structure of the nervous
system of the nematode Caenorhabditis elegans. Philos Trans R Soc Lond B Biol Sci.
1986;314(1165):1–340.

[56] Briggman KL, Helmstaedter M, Denk W. Wiring specificity in the
direction-selectivity circuit of the retina. Nature. 2011;471(7337):183.

[57] Bock DD, Lee W-CA, AM Kerlin, et al. Network anatomy and in vivo
physiology of visual cortical neurons. Nature. 2011;471(7337):177.

[58] Glasser MF, Coalson TS, Robinson EC, et al. A multi-modal parcellation of
human cerebral cortex. Nature. 2016;536(7615):171–178.

PROOF



“9781108428873c09” — 2020/9/21 — 12:07 — page 165 — #19

THE NETWORK OF NETWORKS INVOLVED IN HUMAN DISEASE 165

[59] Sporns O. The human connectome: origins and challenges. Neuroimage.
2013;80:53–61.
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[110] Piñero J, Berenstein A, Gonzalez-Perez A, Chernomoretz A, Furlong LI.
Uncovering disease mechanisms through network biology in the era of next
generation sequencing. Sci Rep. 2016;6:24570.

[111] Hidalgo CA, Blumm N, Barabási A-L, Christakis NA. A dynamic network
approach for the study of human phenotypes. PLoS Comput Biol.
2009;5(4):e1000353.

[112] Chmiel A, Klimek P, Thurner S. Spreading of diseases through comorbidity
networks across life and gender. New J Phys. 2014;16(11):115013.

[113] Hu JX, Thomas CE, Brunak S. Network biology concepts in complex disease
comorbidities. Nat Rev Genet. 2016;8.

[114] Duran-Frigola M, Rossell D, Aloy P. A chemo-centric view of human health
and disease. Nat Commun. 2014;5:5676.

[115] Gomez-Cabrero D, Menche J, Vargas C, et al. From comorbidities of chronic
obstructive pulmonary disease to identification of shared molecular
mechanisms by data integration. BMC Bioinformat. 2016;17(Suppl. 15):441.

[116] Klimek P, Aichberger S, Thurner S. Disentangling genetic and environmental
risk factors for individual diseases from multiplex comorbidity networks. Sci
Rep. 2016;6:39658.

[117] Menche J, Sharma A, Kitsak M, et al. Uncovering disease–disease relationships
through the incomplete interactome. Science. 2015;347(6224):1257601.

[118] Watts DJ, Strogatz SH. Collective dynamics of “small-world” networks. Nature.
1998;393(6684):440–442.

[119] Cohen R, Havlin S. Scale-free networks are ultrasmall. Phys Rev Lett.
2003;90(5):058701.

[120] Callaway DS, Newman ME, Strogatz SH, Watts DJ. Network robustness
and fragility: percolation on random graphs. Phys Rev Lett. 2000;85(25):
5468.

[121] Newman ME, Strogatz SH, Watts DJ. Random graphs with arbitrary degree
distributions and their applications. Phys Rev E. 2001;64(2):026118.

[122] Cohen R, Erez K, Ben-Avraham D, Havlin S. Resilience of the internet to
random breakdowns. Phys Rev Lett. 2000;85(21):4626.

[123] Dorogovtsev SN, Mendes JF. Evolution of Networks: From Biological Nets to the
Internet and WWW . Oxford: Oxford University Press, 2003.

[124] Albert R, Jeong H, Barabási A-L. Error and attack tolerance of complex
networks. Nature. 2000;406(6794):378–382.
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